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Who are we? H,'PE[@
High-Performance Real-Time Lab

High-Performance Real-Time Lab

V' Since 2014 @UniMoRe
V' 4 profs, 7(+1) post-docs, 4(+2) PhDs, 1 admin + undergrads

\/ http://hipert.unimore.it
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What we will see today

An OPEN-NEXT use-case

V' System and problem description

V' Current system benchmarking / profiling

V' Proposed solution & benchmarking
I Synthetic workloads
I Real application
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System description



The case study SM:M|

V Industrial automation system for packaging
V' x86 host pc with Windows for HMI + ARM embedded PC for image processing in prod. line
V' Goal: meet maximum comm. BW (100Mbps) under RT constraints, @ TRL7

DESKTOP PC (INTEL CORE 17)

COREO CORE 1

EMBEDDED PC
VINCOLI SULLA COMUNICAZIONE:
1) MASSIMO UTILIZZO DI BANDA (100 Mbps)

- 2) REAL-TIME DEADLINE -
CORE 2 CORE 3 N, L] X86/ARM

/ \ 100 Mb ETHERNET LINK

SISTEMA OPERATIVO SISTEMA OPERATIVO TELECAMERA
INTERFACCIA UTENTE REAL-TIME SENSORI
(WINDOWS) (LINUX) ATTUATORI
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Background

What is a real-time computing system?
V' Reacts within precise time constraints to events in the environment
V' Deterministic behavior
o \Wind I ..

File Options View

’Processes] Performance | App history]Startup l Users% Details ]'Services‘

PID  Status  Usern.. CPU Mem.. Description 2
656 K AAM Updates Notif... |
4,320 K Windows Audio De...
17,18.. Catalyst Control Ce...
103,1.. Host Process for Mi...
1,124 K Adobe CS6 Service ...
1,372 K Client Server Runti...
2,208 K Client Server Runti...
10,12.. COM Surrogate
141,2.. Desktop Window ...
26,19.. Microsoft Excel
90,64.. Windows Explorer
2,660 K Adobe® Flash® PI...

. 113.. Running gaving
® audiodg.exe 121.. Running LOCA..
&+ CCCexe 5028 Running gaving
®|CcmExecexe 7128 Running SYSTE..
CS6Service.. 9472 Running gaving
| csrss.exe 624  Running SYSTE..
[ | csrss.exe 3756 Running SYSTE..
®|dllhostexe 5812 Running gaving
[ |dwm.exe 5272 Running DWM..
EXCELEXE  117.. Running gaving
_|explorerexe 2200 Running gaving
FlashUtil_Ac.. 118.. Running gaving
W |FwcAgentexe 2336 Running NETW.. 3,156 K Forefront TMG Clie...
mIFwcMgmtexe 4108 Running gaving Forefront TMG Clie...

@ Fewer details End task

88888888888888

©2017 University of Modena and Reggio Emilia OPEN-NEXT dissemination event, October 18th, 2017



Background

Real-time classification .
o - _ This case study

V' Hard: missing a deadline is a total system falluM

V . iInfrequent deadline misses are tolerable, but may degrade the system's quality of service.

The usefulness of a result is zero after its deadline.
V . the usefulness of a result degrades after its deadline, thereby degrading the system's

quality of service.
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The target machine

V CPU:
I 4 core Intel(R) Core(TM) i7-4770T CPU @ 2.50GHz
I Windows 7
I Soon, multi-OS (Win + Linux)
V' Memory:
I 32GB
V' Network:
I x8 1350 Gigabit Network Connection
I 82574L Gigabit Network Connection
\V Storage:
I [0:0:0:0] disk ATA  Samsung SSD 850 2B6Q /dev/sda (128GB)
I [1:0:0:0] disk ATA  Samsung SSD 850 2B6Q /dev/sdb (128GB)
I [2:0:0:0] disk ATA  ST2000DMO001-1ER1 CC25 /dev/sdc (1,8T)
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System profiling

64




Synthetic benchmarks

CPU
VvV Setup
1. High priority task that calculates a prime number

2. Two low priority tasks that calculate *

Network

V Setup
1. High priority IPERF3 task (Network computation)
2. CPU prime95 interference (CPU computation)

Current (production) system

V' Mono-0OS (Win)
1
Ol
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@ Benchmark suites

PRIME95
V' Computes prime number(s)
V FFT

IPERF3
\V/ Tool for active measurements of the maximum achievable bandwidth on IP networks

I It supports tuning of various parameters related to timing, buffers and protocols (TCP, UDP, SCTP with
IPv4 and IPv6)
I For each test it reports the bandwidth, loss, and other parameters

I Three-clause BSD license

©2017 University of Modena and Reggio Emilia OPEN-NEXT dissemination event, October 18th, 2017 \s/ 11



N\
CPU - A problem: OS power mgmt

CPU Low Latency test (Real-Time task) “ N .:
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Num test

Execution Time (ms)

—WindowsNonlInterference —Windowslnterference(U:70%)
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CPU T Exec time unpredictability
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200,000000
150,000000

100,000000

Execution Time (ms)

50,000000

0,000000

CPU Low Latency test (Real-Time

task)

200x variance!
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|
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Num test

—WindowslInterference(U:100%)
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@ Network T sensitiveness to CPU interference

Iperf Windows

- —~ V@\/

O
()]
o

Bandwidth (Mbits/s)
O 0 O © O O
A O 0O O N b
o O O O o o

820
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

NumTest
-- —W,indowsPrimelnterference = —W,indowsNative

©2017 University of Modena and Reggio Emilia OPEN-NEXT dissemination event, October 18th, 2017



February 20th, 2017 - Report #1

Main issues reported

V' Problem with the power management

V' We can not guarantee real-time constraints using Windows

V' CPU computation messes up the (independent) network computation!

We must guarantee component isolation
V Spatial
V' Timing
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Proposed solution

evirtual i1 zat.




@ Multi-application: traditional approaches

Application

Application

A
v

Determinism

Performance...? _EIE ”
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@ Proposed system configuration

V' Xen Hypervisor

V' New platform generation
I Mixed Linux/Win ssSD1

1 core
MEM: 1387MB
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